
Vol.:(0123456789)1 3

Analog Integrated Circuits and Signal Processing (2022) 112:355–365 
https://doi.org/10.1007/s10470-022-02055-6

A built‑in self‑test for analog reconfigurable filters implemented 
in a mixed‑signal configurable processor

Emanuel Dri1   · Gabriela Peretti1,2   · Eduardo Romero1,2 

Received: 8 February 2022 / Revised: 23 March 2022 / Accepted: 9 May 2022 / Published online: 2 June 2022 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
This work introduced a new BIST scheme under a functional test approach. It solves the problem of determining in-field 
the specifications of lowpass filters embedded in PSoC1 devices with zero hardware overhead. The user can implement the 
BIST we propose here because it just requires the information and resources freely offered by the manufacturer, the nomi-
nal specifications of the filter, and its location within the resources array of the chip. It consists of a software routine that 
reconfigures the resources available in the device to synthesize all the circuitry needed for the test: stimuli generation, filter 
response measurement and analysis, data processing, and a communication interface to output the test results. The proposal 
is based on the transient response analysis method (TRAM), a test strategy for analog filters used to determine the functional 
parameters of the circuits under test. The BIST performance was evaluated by comparing it against frequency response and 
TRAM measurements. The laboratory results showed low errors and good repeatability, validating the proposal.

Keywords  Built-in self-test · Mixed-signal reconfigurable hardware · Programmable · System on chip · Switched-capacitor 
filters · Transient response analysis method

1  Introduction

Configurable analog sections (CASs) have resources like 
operational amplifiers, switches, analog multiplexers, and 
programmable arrays of capacitors and resistors, all inter-
connected through a configurable network. A typical exam-
ple of a device that contains one or more CAS is the field-
programmable analog array or FPAA, considered the analog 
counterpart of the broadly known field-programmable 
gate array (FPGA). Moreover, some modern configurable 

processors (CPs) offer interconnection between CASs and 
Configurable Digital Sections (CDSs) added to the pro-
cessing capabilities, thus enabling the implementation of 
mixed-signal modules. As a result, an increasing number 
of applications use circuits with CASs, like those recently 
reported in [1–5].

CPs (also FPAAs) reduce inventory costs, power require-
ments, size, weight, and time to market. These characteris-
tics, added to the usually low-cost and easy-to-use develop-
ment tools for CPs, allow small and medium-scale industries 
to improve their market opportunities.

Despite their benefits, the test of systems configured in 
CPs is challenging. Test procedures are essential for high-
quality production processes because they prevent the con-
sumer from receiving faulty products. Additionally, they 
offer vital information about malfunctions in manufactur-
ing operations. However, there is another aspect of testing 
usually overlooked by technicians in small industries: the 
competitive advantage that in-field tests can provide to their 
products. In-field test applies during the device or system 
operational life to guarantee their fault-free condition, and 
it is essential for a wide range of critical applications like 
medical, automotive, and industry, which demand periodic 
testing of electronic systems.
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When an application uses CPs, it is usual to implement 
in the CASs a significant amount of the analog hardware. 
Therefore, it becomes relevant to provide test methodolo-
gies for them, easily implemented by design engineers in 
the industry. It should be highlighted that the configurable 
nature prevents the vendor from knowing the circuit config-
ured in the application. Therefore, the user is responsible 
for developing and validating test strategies for the circuits 
configured in the ACSs. This task implies a set of chal-
lenges different from the ones that test engineers must face 
when designing test schemes in integrated-circuits produc-
tion environments, mainly because the user does not have 
detailed information about the internal circuitry of the chips.

Due to proprietary reasons, the vendors do not disclose 
detailed structural information about CASs. In addition, the 
user must frequently deal with partial characterizations and 
(in some cases) lack of simulation models. These problems 
complicate the test planning and make the typical difficul-
ties that analog testing exhibits even more severe, such as 
the complex nature of the involved signals and the impos-
sibility of establishing a clear signal flow (as with digital 
circuits). Consequently, the test of circuits with CASs is very 
challenging, with a relatively low number of publications 
addressing this topic [6–13].

In this work, we use the Transient Response Analysis 
Method (TRAM), proposed in [14], to test second-order 
filters. This method has been applied to a few FPAAs cir-
cuits in the last 20 years, showing promising results. The 
authors of [8] test via TRAM the ACSs of two commercial 
FPAAs focusing on detecting structural-level faults without 
measuring the functional parameters of the circuits under 
test (CUT). They do not consider statistical variations in the 
test parameters, which could compromise the fault detection 
ability. In [10], TRAM is applied to obtain the functional 
specifications of second-order filters implemented on a Lat-
tice device, but without reports about experimental data or 
variability considerations. The authors of [12] present a 
TRAM-based Design-for-Test (DfT) scheme for testing fil-
ters embedded in PSoC1 devices with a functional approach. 
This DfT requires equipment and technicians for its opera-
tion. The same filters are studied in [13], but using a struc-
tural approach instead and similarity measures to analyze 
the test signals.

We propose a novel Built-in-self-Test (BIST) based on 
TRAM for switched-capacitor (SC) filters embedded in 
PSoC1. We use a functional approach to determine the spec-
ifications of the filters under test, considering only the public 
information published by the vendor for test formulation. 
The proposed strategy runs autonomously using only the 
device's internal resources, introducing solutions to circum-
vent hardware limitations avoiding hardware overheads and 
external equipment. The obtained results show that the strat-
egy is competitive. Also, the validation method is entirely 

experimental and overcomes the problems derived from the 
reduced information disclosed by the vendor.

2 � Device under test

2.1 � PSoC1 platform

PSoC1 offers the typical resources of a modest microcon-
troller (μC): an 8 bits processing core, embedded RAM, a 
flash ROM, and communication interfaces. Nevertheless, its 
power resides in the embedded ACSs and DCSs for imple-
menting complex functions and systems. The use of a single 
configurable module or a combination of them facilitates 
the synthesis of a wide variety of circuits, like discrete-time 
amplifiers or delta-sigma (ΔΣ) converters, for mentioning 
only two of them. In this way, a broad range of schemes 
for signal processing, control, and synchronization can be 
implemented directly on the configurable hardware, reduc-
ing the demands of the processing core.

Figure 1 shows a conceptual diagram of the primary 
resources inside the platform. For this work, the blocks in 
the analog array are of particular interest. These are Con-
tinuous Time (CT), as well as Switched Capacitors (SC) of 
types C (ASC) and D (ASD). The arrows in the diagram 
represent the configurable interconnections available in the 
chip, which impose constraints for testing.

2.2 � Biquads filters configured in PSoC1

PSoC1 implements filters using second-order sections, 
also called biquads. By cascading these sections, it is pos-
sible to design high-order filters. Each biquad is configured 
in two blocks (ASC and ASD) with the schematic shown in 
Fig. 2. Here, ϕ1 and ϕ2 are the two non-overlapping clock 

Fig. 1   PSoC1 platform resources
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signals with a frequency fsnom, and the capacitor values are 
digitally programmable.

The filters can be placed in several positions in the 
analog array and configured as lowpass or pass-band [15]. 
Their transfer functions are characterized by the following 
functional parameters: pole frequency (ωp), pole quality 
factor (Qp), and gain (K).

In this work, we consider only the lowpass implementa-
tion. For easy comparison with [12], this paper uses the 
same nomenclature for the filters. The name assigned to a 
given filter has the structure FNOT, where F denotes filter, 
N is the number of the filter, O its orientation (vertical 
or horizontal), and T the type of filter (A, B or A|B that 
means that could be A or B). Table 1 shows the resources 
used by the 14 possible implementations in the device used 
as a platform, the CY8C29466PXI. As the filters use these 
blocks, they cannot be employed to implement the test 
resources. Therefore, the circuits required for implement-
ing the test schemes must be located on different positions 
of the analog array, depending on the filter under the test.

3 � Test proposal

3.1 � TRAM and software‑based test: basic concepts

Our test combines the principles of the software-based test 
(SWBT) and TRAM. An SWBT strategy takes advantage of 
the processing core and the hardware resources already pre-
sent in the system to test some of the internal circuits of the 
chip without hardware overhead [16]. The test process uses 
the principles of TRAM, a well-known test method targeted 
for second-order filters. It is based on applying a suitable test 
stimulus to the input filter (step, ramp, or parabola) to induce 
an underdamped response [14].

Figure 3 shows a typical TRAM test response with the pri-
mary parameters usually measured: the peak time (Tp) and 
the overshoot (OS). It also shows Vin, Vend, and Vpeak, the volt-
ages needed to get the value of OS%, according to (1). With 
these measurements and the amplitude of the input step signal 
(Vinput), are obtained the functional parameters of the filter K, 
ωp, and Qp through expressions (2) to (4) [17].

(1)OS% =
Vpeak − Vin

Vend − Vin

× 100%

(2)K =
Vend − Vin

Vinput

(3)Qp =
1
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Fig. 2   Biquad filter implemented in PSoC1

Table 1   Lowpass filter resources

Filter Input block Output block

F0HA|B ASC10 ASD11
F1HA|B ASC21 ASD20
F2HA|B ASC12 ASD13
F3HA|B ASC23 ASD22
F0VA ASC10 ASD20
F1VA|B ASC21 ASD11
F2VA ASC12 ASD22
F3VA|B ASC23 ASD13
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Fig. 3   TRAM response attributes
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3.2 � Dynamic reconfiguration of the hardware 
for testing

The dynamic reconfiguration ability of PSoC1 allows 
changing the functions of the ACSs and DCSs by software 
(SWBT). The test proposal presented in this paper takes 
advantage of this characteristic and generates several design 
layers with block configurations that an embedded routine 
can change. One of these layers is the user application (that 
runs in normal mode), and the remaining ones are needed 
to test the filters. In addition, one more layer is specifically 
intended to determine the amplitudes of the signals delivered 
by the test stimuli generators. Finally, the test firmware per-
forms all the reconfigurations required by the BIST and the 
operations that determine the functional parameters of the 
CUTs (ωp, Qp, and K). An advantage of dynamic reconfigu-
ration is that it is very straightforward to repeat the concept 
several times to test different filters according to the user's 
needs.

For the sake of clarity, Fig. 4 shows an example with 
the hardware resources arranged in the layers. First, the 
User Layer1 has resources for the regular operation of 
the system, in this case, an amplifier and a filter. Next, the 

(4)
�p =

�

Tp

√
1 −

1

4⋅Qp
2

Autoconfiguration Layer rearranges the hardware to instanti-
ate a DAC (DAC1) and an ADC (ADC2) and make a self-
calibration routine. Finally, the remaining two layers (test 
layer for filter1 and filter2) incorporate the blocks for testing 
Filter1 and Filter 2.

3.3 � Resources used by the BIST

One of the goals of BIST is to solve test stimuli generation 
and test response measurements with the internal resources 
of the processor. For this purpose, test stimuli generation is 
implemented by 6-bits digital to analog converters (DACs), 
while 14-bits ΔΣ analog-to-digital converters (ADCs) meas-
ure the test responses. ADCs and DACs are configured with 
on-chip SC blocks, shown in Table 2, and some CDSs.

Fig.4   Arrangement of layers for implementing the test strategy

Table 2   ADCs and DACs 
resources

Name Resources

ADC1 ASC12–ASD22
ADC2 ASC21–ASD11
ADC3 ASD11–ASC21
ADC4 ASC23–ASD13
DAC1 ASD20
DAC2 ASC12
DAC3 ASD11
DAC4 ASD22
DAC5 ASD13
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The filters able to be implemented in the device use dif-
ferent chip resources (Table 1). Therefore, the CASs avail-
able for implementing the DACs and ADCs differ accord-
ing to the filter under test. For instance, if we consider the 
filter named F0HA as the CUT, it would be impossible to 
use ADC2 and DAC3 for the test because both employ the 
block ASD11 (see Table 2), also necessary to implement 
the filter. Additionally, it is necessary to use extra blocks to 
drive the test signals to the CUTs and bring their responses 
to the ADCs because the programmable interconnection net-
work exhibits limitations. Consequently, each possible filter 
under test requires an ad-hoc test layout and resources, lead-
ing to a particular test solution that must be experimentally 
evaluated.

After considering different alternatives, the result-
ing schemes for testing horizontal and vertical filters are 
depicted in Figs. 5 and 6, respectively. In the figures, red 

boxes are the CUTs, test stimuli generators are denoted as 
DAC1 to DAC5, and the ADCs as ADC1 to ADC4. The 
arrows represent the interconnection resources needed, while 
AmpAux1 and AmpAux3 are programmable gain amplifiers 
(PGAs). The selection of PGAs as intermediate modules 
to overcome the limitations of the interconnection network 
relies on the fact that exists an SWBT method for these mod-
ules, previously reported in [18]. This approach can be easily 
incorporated into the test routine presented here.

3.4 � Strategy for the measurement of the TRAM 
parameters

The use of ADCs for measurement limits the maximum fre-
quency of the filters under test because each ADC has a 
maximum sample rate of 7812 Hz, becoming a limit incom-
patible with our proposal. To overcome this problem, we 
propose to reduce the sampling frequency of the filters dur-
ing the test phase, taking advantage of their discrete-time 
nature. Under these conditions, the gain and OS% remain 
unchanged because they are independent of the sampling 
frequency. However, the value of Tp is obtained from the 
following expression:

As observed in (5), the actual value of Tp is the measured 
peak time (Tpmeas) at the frequency fsmeas, which is lower 
than the nominal frequency of the filter (fsnom).

We use CDSs to generate the clock signal for the filter 
under test to provide an additional degree of flexibility with 
no hardware overhead. For this task, a pulse width modulator 
(PWM) embedded in the DCSs generates the clock signal 
for the filter with four times the frequency fsmeas, a setting 
required by the vendor [15]. Additionally, to synchronize the 
measurements with fsmeas, we also implement (in the CDSs) 
a divider by four enabled by the test stimulus generator. The 
signal, with frequency fsmeas, generates an interruption that 
makes the test routine running in the processor (µC) capture 
the ADC output. Figure 7 depicts a conceptual diagram that 
illustrates the interconnection between the referred blocks.

3.5 � Test stimuli configuration

Depending on the filter locations and the operating tempera-
ture, the filters exhibit an output offset as high as 640 mV 
[19]. To mitigate its effects in the test process and optimize 
the utilization of the dynamic range of the ADCs, we include 
in the BIST a routine to configure the test stimuli. This rou-
tine runs before the test measurements.

The input step signal is generated as a high to low level 
transition for obtaining a positive excursion at the output 

(5)Tp = Tpmeas ⋅
fsmeas

fsnom

Fig. 5   Structures needed to test horizontal filters

Fig. 6   Structures needed to test vertical filters
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because the gain of the filters is negative. The high level 
of the input step is determined by incrementing the input 
of the DAC until the value reported by the ADC that meas-
ures the filter output reaches zero. Then, the algorithm 
selects the previous DAC state as the initial value of the 
stimulus.

The search process for determining the DAC's final value 
is similar, with the difference that the complete filter out-
put transient response must be measured to ensure that the 
ADC's input does not saturate. The routine uses the high 
value previously determined during the exploration and 
modifies the low one. Figure 8 illustrates the concept, show-
ing the search for the final value. In this figure, the filter 
output rises with a decrement in the low value of the DAC. 
The process continues until the maximum value admitted by 

the ADC is surpassed. Then, the value chosen is the previous 
one. The procedure repeats for each filter to be tested.

To accurately determine the voltage produced by the 
DAC, we resort to a different design layer, which has the 
DACs outputs directly connected to a 14 bits ΔΣ ADC with-
out any intermediate block for the measurement to diminish 
signal degradations and noise. The values obtained in this 
procedure are adopted to determine the test parameters.

3.6 � BIST operations summary

The operations made by the complete routine are depicted 
in Fig. 9. After setting the test stimulus, the device is recon-
figured in test mode, adopting one of the configurations 
depicted in Figs. 5 or 6. The duration of the step is pro-
grammed to be at least four times the nominal settling time 
of the filter (at 1% of the final value). As mentioned above, 
the filter's response is measured using the corresponding 
ADC.

The nominal filter sampling frequency (fsnom) is reduced 
to fsmeas, as depicted in Section D. The signal from the DAC 
excites the filter and triggers the counter that generates the 
interrupt for acquiring the filter ADC's output.

A peak detection routine establishes the maximum value 
of the ADC. The sample numbers corresponding to the max-
imum value are also recorded. The value of Tpmeas is then 
calculated as the average of the sample numbers.

Next, the test measures the filter's response at four times 
the nominal settling time to get the Vend value, with the filter 
operating at fsnom.

The routine measures Tpmeas, Vpeak, and Vend N times and 
then averages their values in the last step, when the μC cal-
culates the functional parameters and transfers the results to 
an output port with a protocol specified by the user.

4 � Experimental results

4.1 � Case of study

We adopt the second-order lowpass filter previously reported 
in [12] as the test vehicle to facilitate result comparisons. 
Table 3 shows its main characteristics.

4.2 � Determination of the test stimulus amplitude

The routine performs 100 consecutive measurements, using 
the values obtained in the self-calibration process, to estab-
lish with reasonable precision the amplitude of the input 
step delivered by the DACs. These measurements show low 
dispersions with a maximum value for the relation (standard 
deviation)/average or variation coefficient (VC) of 0.0126% 
for DAC4. Table 4 shows the average of our measurements 

Fig. 7   Generation of signals in test mode

Fig. 8   Simulation of a DAC autoconfiguration process – seek of the 
input step final state
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and the expected theoretical value according to the transfer 
function of the DAC [20]. The table shows that the measured 
values are very close to the theoretical ones.

4.3 � Test scheme performance characterization

Our characterization procedure repeats the test of each filter 
100 times to determine the stability of the on-chip meas-
urement scheme (measurements repeatability). The results 
obtained for the parameters K, Qp, and ωp, are reported 
in Tables 5, 6, and 7, respectively. These tables show the 
average as a measure of central tendency, VC as a measure 
of dispersion, and the minimum and maximum obtained 
values. These results show good repeatability, with maxi-
mum VC values for K, Qp, and ωp of 0.07%, 0.14%, and 
0.19%, respectively. In [12], the DfT scheme obtained VCs 
of 0.147%, 0.14% and 0.346% respectively.

Regarding the test time, our proposal obtains an average 
of 2.906 s for the test process of a single filter, including 
calibration and communication of test results (%OS, Tp, K, 
Qp, and Wp) through a serial port. This time is reasonable 
for applications that can stop their regular system operation 
for doing the test. However, it should be remarked that the 

•Configure the step signal generator (test layer)
•Measure the step input amplitude with an ADC 

(calibra�on layer)

BIST Autoconfigura�on

•Vini Measurement
•Write into the DAC the value associated with the ini�al 

state of the step input
•Wait un�l the filter output stabilizes
•Measure the ini�al state of the filter's step response

•Vpeak & Tpmeas Measurement
•Reduce the clock frequency of the filter to fsmeas
•Write into the DAC the value associated with the final 

state of the step input
•Capture each output sample from the filter, using an 

ADC, and save the value and sample number 
corresponding to the maximum voltage.

•Determine Vpeak as the maximum value obtained in the 
last step. Tpmeas is the mean of the sample numbers 
associated with that voltage if more than one sample 
has the maximum value.

•Vend Measurement
•Restore the opera�ng frequency of the filter to fsnom
•Wait un�l the filter output se�les to its final state
•Adquire the final state of the step response with the 

ADC

Opera�ve Phase (test layer)
[execute N �mes]

•Average the values of each response a�ribute among all 
the measurements of the same parameter in the 
opera�ve phase

•Calculate OS%, Qp, ωp and K from the values of the step 
response a�ributes

•Output test results via the communica�ons interface 
specified by the user

Test parameters calcula�on and 
communica�on

Fig. 9   Operations sequence of the test proposal

Table 3   Specifications of the filters under test

Feature Value

Cut frequency − 0 dB cross (Hz) 1990.0
− 3 dB frequency (Hz) 2552.5
Bandpass ripple (V/V) 1.14
DC Gain (V/V) 1.0
ωp (rad/s) 12,685
Qp 0.98
Sample frequency (kHz) 200

Table 4   DACs output amplitude

DAC Theoretical step 
amplitude [V]

Measured step 
amplitude [V]

Relative 
difference

DAC1 1.991 1.984 0.33%
DAC2 1.991 1.982 0.42%
DAC3 2.194 2.181 0.57%
DAC4 2.072 2.064 0.37%
DAC5 2.194 2.184 0.45%

Table 5   Statistics for the parameter K (V/V)

Filter Mean Maximum Minimum VC

F0HA 1.00 1.00 1.00 0.02%
F0HB 1.01 1.01 1.01 0.02%
F0VA 0.99 0.99 0.99 0.03%
F1HA 1.00 1.00 1.00 0.02%
F1HB 1.00 1.00 1.00 0.02%
F1VA 1.00 1.00 1.00 0.03%
F1VB 1.00 1.00 1.00 0.03%
F2HA 1.00 1.00 1.00 0.01%
F2HB 1.01 1.01 1.01 0.01%
F2VA 1.00 1.00 0.99 0.02%
F3HA 1.00 1.00 1.00 0.04%
F3HB 1.00 1.00 1.00 0.04%
F3VA 1.00 1.00 0.99 0.06%
F3VB 0.99 0.99 0.99 0.07%
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test time strongly depends on the transient characteristics of 
the CUT, being higher for those with higher settling times. 
Additionally, the modest performance of the processing core 
of PSoC1 that precludes fast calculations negatively impacts 
the test time. Thus, an alternative for possible improvements 
is to consider using a faster processor for determining the 
functional parameters. This option is viable if PSoC1 is part 
of a more extensive system with other processors.

4.4 � Comparison with other measurements

The user cannot access the internal nodes for performing 
measurements at the (internal) filter output. Instead, the fil-
ter response goes through the interconnection networks to 
the analog pins, altering the signal path. This fact makes 

estimating the BIST accuracy against a reference value (the 
measurement at the filter output) difficult or even impossible. 
An alternative to face this drawback is to compare the BIST 
results against similar determinations (indirect) or against 
theoretical values to provide enough confidence in the test 
scheme's measurements.

Table 8 shows the error for the average value of the BIST 
measurements relative to the average of the measurements 
performed with an oscilloscope (using a PGA as a test stimu-
lus generator) [12]. This and the following tables highlight 
the highest deviations observed for each parameter in bold. 
In Table 8, the worst case is 3.36% for the K parameter.

Our characterization procedure also compares the BIST 
results with MatLab filter simulations at a transfer-function 
level. By using the capacitor values obtained in the design 
process, these simulations allow obtaining the nominal or 
theoretical functional parameters. Table 9 reports the results 
obtained from this comparison. This table shows the error of 
the average of each parameter relative to the value obtained 

Table 6   Statistics for the parameter Qp

Filter Mean Maximum Minimum VC

F0HA 0.98 0.98 0.98 0.06%
F0HB 0.98 0.98 0.98 0.05%
F0VA 0.98 0.98 0.97 0.06%
F1HA 0.98 0.98 0.98 0.05%
F1HB 0.98 0.98 0.98 0.06%
F1VA 0.98 0.98 0.97 0.06%
F1VB 0.97 0.98 0.97 0.07%
F2HA 0.98 0.98 0.98 0.03%
F2HB 0.98 0.98 0.98 0.04%
F2VA 0.98 0.98 0.98 0.07%
F3HA 0.98 0.98 0.98 0.14%
F3HB 0.98 0.99 0.98 0.10%
F3VA 0.97 0.98 0.97 0.11%
F3VB 0.98 0.98 0.97 0.09%

Table 7   Statistics for the parameter ωp (rad/s)

Filter Mean Maximum Minimum VC

F0HA 12,952 12,978 12,930 0.07%
F0HB 12,920 12,982 12,861 0.19%
F0VA 13,130 13,154 13,107 0.08%
F1HA 12,862 12,889 12,830 0.10%
F1HB 12,956 12,990 12,918 0.12%
F1VA 12,979 13,023 12,919 0.15%
F1VB 12,985 13,030 12,940 0.15%
F2HA 12,860 12,881 12,841 0.06%
F2HB 12,997 13,033 12,971 0.10%
F2VA 13,006 13,036 12,967 0.09%
F3HA 13,074 13,108 13,035 0.11%
F3HB 13,072 13,103 13,046 0.09%
F3VA 12,913 12,946 12,868 0.14%
F3VB 13,098 13,123 13,066 0.09%

Table 8   BIST results against 
oscilloscope measurements

Filter K Qp ωp

F0HA 3.36% 0.14% 0.67%
F0HB 3.26% 0.06% 0.27%
F0VA 2.25% 0.55% 1.26%
F1HA 3.18% 0.56% 0.80%
F1HB 1.49% 0.54% 0.04%
F1VA 2.77% 0.00% 0.70%
F1VB 2.52% 0.04% 0.05%
F2HA 1.92% 0.25% 0.47%
F2HB 1.94% 0.20% 1.49%
F2VA 1.59% 0.07% 0.70%
F3HA 1.68% 0.14% 2.02%
F3HB 1.29% 0.82% 1.29%

Table 9   BIST results against 
theoretical values

Filter K Qp ωp

F0HA 0.66% 0.03% 2.10%
F0HB 0.85% 0.09% 1.85%
F0VA 0.28% 0.45% 3.51%
F1HA 0.93% 0.03% 1.40%
F1HB 0.81% 0.06% 2.14%
F1VA 0.56% 0.42% 2.32%
F1VB 0.51% 0.55% 2.37%
F2HA 0.64% 0.18% 1.38%
F2HB 0.95% 0.19% 2.46%
F2VA 0.05% 0.13% 2.53%
F3HA 0.56% 0.17% 3.07%
F3HB 0.13% 0.37% 3.05%
F3VA 0.09% 0.52% 1.80%
F3VB 0.59% 0.40% 3.25%
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in MatLab. The worst-case was obtained for ωp, reaching a 
deviation of 3.51%.

To get additional characterizations, we implemented a 
comparison with the frequency response of the filter experi-
mentally gathered in the laboratory. This study is limited 
only to those filters that can be tested without resorting to 
additional internal blocks to reduce the possible sources of 
errors. For these comparisons, we consider the average of 
100 BIST measurements. Table 10 reports the relative errors 
obtained by using both methods. As can be observed, the 
highest error is 2.69%, lower than 3.02%, presented in [12].

4.5 � Comparison with previous work

This section discusses the results obtained via the proposed 
BIST and establishes differences with previous work.

The authors of [12] introduce a DfT scheme that requires 
external equipment and cannot operate autonomously. The 
BIST proposed here overcomes these limitations by using 
only the internal resources of the processor with zero hard-
ware overhead, achieving better performance and higher 
repeatability than the previous DfT strategy.

The observation mentioned above deserves additional 
consideration. In [12], the signals to be processed are meas-
ured at pins located in a general-purpose development kit. 
For this purpose, the DfT scheme employs internal resources 
to drive the signals to processor analog pins and then to pins 
located in the board, using interconnections at the PCB level. 
These resources are susceptible to noise and distortion.

A typical output signal obtained under these conditions 
is shown in Fig. 10 (labeled as oscilloscope measurement). 
For comparison purposes, this figure also shows a typical 
output signal processed by the BIST scheme, measured with 
the internal ADC. This digital signal was reconstructed and 
superimposed to the former. The signal exhibits a low noise 
level because it is measured internally, with the filters oper-
ating at a lower sampling frequency. As can be deduced by 
comparing signals from DfT and BIST, the scenario for 
determining the test parameters is more favorable in the 
BIST scheme.

The authors in [12] compare their work with the reported 
one by Balen et al. [8] and show better performance. As the 

results of the BIST scheme presented here are better than 
[12], we avoid repeating the same comparison. However, 
the comparison may be unfair because the test solution [8] 
applies to a pretty different circuit with resources not com-
parable with PSoC1. Therefore, the authors of this paper 
consider that a sustainable comparison should be made 
between test schemes using similar resources and employed 
in comparable CUTs. However, The BIST proposed here has 
no precedents and is consequently very difficult to compare 
performances unquestionably.

Finally, a comparison with [13] is considered invalid 
because that work addresses the test of filters with a struc-
tural approach and demonstrates the method's suitability, but 
without providing an embedded test solution for any filter 
embedded in the analog array.

4.6 � On‑chip resources needed by the BIST proposal

The test requires two rows of digital configurable blocks 
and two to three analog columns (depending on the filter 
under test). However, the test resources are not reserved for 
test purposes. Instead, the device's dynamic reconfigurabil-
ity allows rearranging these resources to any functionality 
required by the user when the test is not being executed. This 
way, the proposal has a zero-hardware overhead.

Nevertheless, the BIST has a memory overhead. The test 
routine reserves 11.5 KB of flash ROM (read-only memory), 
which represents 36% of the total nonvolatile memory avail-
able in the chip we used. This includes the configuration of 
the test modules, their libraries, and the floating-point (FP) 
library needed to calculate the test parameters. However, the 
ROM usage can be reduced to 6 KB if an external proces-
sor performs the floating-point operations. For example, this 
might be the case of larger systems where PSoC1 serves as 
a signal coprocessor.

Finally, the test software also needs 125 bytes of system 
RAM (random access memory) to run, which corresponds 

Table 10   Errors of BIST 
against frequency response 
measurements

Filter K Qp ωp

F0HA 0.16% 1.14% 1.39%
F0HB 0.15% 1.20% 1.19%
F3HA 0.70% 1.56% 2.69%
F3HB 0.29% 1.17% 2.35%
F0VA 0.61% 0.65% 2.28%
F3VA 0.88% 1.42% 1.04%
F3VB 1.35% 1.41% 2.44%

Fig. 10   Internal vs. oscilloscope measurement of the transient filter 
response
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to 6.1% of the total memory available in the chip (2 KB). 
This RAM space is reserved for implementing the variables 
of the BIST routine and cannot be freed after the execution 
of the test. However, these variables can be re-used by the 
user routines when the test is not running.

5 � Conclusions

This work introduced a new BIST scheme (under a func-
tional test approach) with zero hardware overhead that solves 
the problem of determining in-field the specifications of 
lowpass filters embedded in PSoC1 devices. The BIST we 
propose here can be implemented by the user, counting with 
the information and resources freely offered by the manufac-
turer. It just requires the user to specify the nominal speci-
fications of the filter and its location within the resources 
array of the chip. This feature makes it very appealing for 
small and medium companies.

The experimental results showed excellent repeatability 
and low dispersions. What is more, the errors were minor 
than other techniques proposed for the same study case.

As future work, we will be evaluating an extension of the 
test scheme to make it compatible with bandpass filters and 
other reconfigurable platforms with similar resources to the 
one addressed here.
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